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Abstract 
The collection of digital information by governments, corporations, and individuals has created tremendous 

opportunities for knowledge- and information-based decision making. Driven by mutual benefits, or by regulations 

that require certain data to be published, there is a demand for the exchange and publication of data among various 

parties. Data in its original form, however, typically contains sensitive information about individuals, and publishing 

such data will violate individual privacy. The current practice in data publishing relies mainly on policies and 

guidelines as to what types of data can be published and on agreements on the use of published data.  This approach 

alone may lead to excessive data distortion or insufficient protection. Privacy-preserving data publishing (PPDP) 

provides methods and tools for publishing useful information while preserving data privacy. Recently, PPDP has 

received considerable attention in research communities, and many approaches have been proposed for different 

data publishing scenarios. In privacy-preserving domain, the existing EA solutions are restricted to specific 

problems such as cost function evaluation. In this work, it is proposed to implement a Hybrid Evolutionary 

Algorithm using Genetic Algorithm (GA) and Ant colony Optimization (ACO). Both GA and ACO in the proposed 

system work with the same population. In the proposed framework, l-diversity is accomplished by Slicing approach 

of the original dataset. The hybrid optimization is used to search for optimal generalized feature set. 

Keywords: Slicing, k-anonymity, Ant colony Optimization, Genetic Algorithm. 

 

     Introduction 
Privacy-Preserving publishing of microdata 

has been studied extensively in recent years. 

Microdata contain records each of which contains 

information about an individual entity, such as a 

person, a household, or an organization. Driven by 

mutual benefits, or by regulations that require certain 

data to be published, there is a demand for the 

exchange and publication of data among various 

parties.  

In this information age, data are increasingly 

being collected by various organizations and 

government agencies for the purpose of data analysis. 

To facilitate data analysis [1], it is often necessary to 

publish the data which, however, poses privacy risks 

to the individuals. A typical solution is to anonymize 

the data and release an anonymized version of the 

data. The goal of data anonymization is to provide 

privacy protection for the individuals while allowing 

adhoc queries and analysis on the anonymized data.  

Privacy preserving of data must safeguard 

from divulging sensitive data during publication of 

individual data. To maintain privacy, a number of 

techniques have been presented for modifying or 

transforming the data. Many data mining techniques 

are modified to ensure privacy.  

The techniques for PPDM are based on 

cryptography, data mining and information hiding 

[1]. In general, statistics-based and the crypto-based 

approaches are used to tackling PPDM. In the 

statistics-based approach, the data owner’s sanitize 

the data through perturbation or generalization before 

publishing.  

Knowledge models such as decision trees 

are used on the sanitized data. The advantage of 

statistics-based approach is that it efficiently handles 
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large volume of datasets [2]. In the crypto-based 

PPDM approach, data owners have to cooperatively 

implement specially designed data mining algorithms 

[3]. Though these algorithms achieve verifiable 

privacy protection and better data mining 

performance, it suffers from performance and 

scalability issues [4].  

In recent research methods such as 

generalization [5], [6] for k-anonymity [7] and 

bucketization [8], [9], [10] for l-diversity [11] are 

used mostly. In both approaches, attributes are 

partitioned into three categories: 1) some attributes 

are identifiers that can uniquely identify an 

individual, such as Name or Social Security Number; 

2) some attributes are Quasi Identifiers (QI), which 

the adversary may already know (possibly from other 

publicly available databases) and which, when taken 

together, can potentially identify an individual, e.g., 

Birthdate, Sex, and Zipcode; 3) some attributes are 

Sensitive Attributes (SAs), which are unknown to the 

adversary and are considered sensitive, such as 

Disease and Salary.  

In both generalization and bucketization, 

one first removes identifiers from the data and then 

partitions tuples into buckets. The two techniques 

differ in the next step. Generalization transforms the 

QI-values in each bucket into “less specific but 

semantically consistent” values so that tuples in the 

same bucket cannot be distinguished by their QI 

values. In bucketization, one separates the SAs from 

the QIs by randomly permuting the SA values in each 

bucket. The anonymized data consist of a set of 

buckets with permuted sensitive attribute values.  

The problem of discovering optimal l-

diversity datasets using slicing or suppression has 

been proved to be NP-hard [11, 12]. Minimum data 

loss can be achieved by optimizing an aggregated 

value over all features and records. The Evolutionary 

Algorithms (EA) based on hybrid swarm intelligence 

used simple entities with limited memory evolving 

into increasingly better solutions.  

The efficient swarm-based data mining 

approaches usually are some kind of hybrid 

approach; such as combining a swarm intelligence 

technique with some orthodox optimizing ACO-

based clustering technique where the solution is 

obtained by k-means clustering [13] or combine 

several swarm-based approaches, such as the ACO 

technique [14]. 

 

Literature review 
Bayardo, et al., [15] presented an 

optimization algorithm for k-anonymization. The 

presented method searches the space of possible 

anonymization and forms strategies to reduce 

computation. The census data was used for 

evaluation and experiments show that the presented 

method achieves optimal k-anonymizations using a 

wide range of k. The effects of different coding 

approaches and quality of anonymization and 

performance were also investigated. Real census data 

experiments demonstrated that the presented 

algorithm could locate optimal k-anonymizations 

under two representative cost measures and a wide 

range of k. 

The organizations share their data with 

many other research communities for various uses. 

Today technologies are providing easy way of 

information sharing. However sharing the data with 

outsiders should not reveal the individual 

identification of a person[1]. Care must be taken to 

provide the privacy for the person specific data at the 

time of publishing personal information for research 

purposes.  

The objective of privacy preserving mining 

is that this data, when published should not link back 

to the individual. The notion of k-anonymity was 

presented in [17], and generalization was usedto 

achieve k-anonymity in Datafly system [18] and μ-

Argus system [19]. All these works considereda 

single data source; therefore, data integration is not 

an issue. In the case of multiple private databases, 

joining all databases and applying a single table 

method would violate the privacy constraint private 

databases.  

Information integration has been an active 

area of database research. This literature typically 

assumes that all information in each database can be 

freely shared [20]. Secure multiparty computation 

(SMC), on the other hand, allows sharing of the 

computed result, but completely prohibits sharing of 

data [21].  

Liang et al. [23] and Agrawal et al. [20] 

presented the notion of minimal information sharing 

for computing queries spanning private databases. 

They considered computing intersection, intersection 

size, equijoin and equijoinsize. Their model still 

prohibits the sharing of databases themselves. The 

sharing of data has posed several threats leading to 

individual identification.  

Owing to this, privacy preserving data 

publication has become an important research 

problem [24]. The main goals of this problem are to 

preserve privacy of individuals while revealing useful 
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information. An organization may implement and 

follow its privacy policy. But when two companies 

share information about a common set of individuals, 

and if their privacy policies differ, it is likely that 

there is privacy breach unless there is a common 

policy. One such solution was presented for such a 

scenario, based on k-anonymity and cut-tree method 

for 2-party data. This paper suggests a simple 

solution for integrating nparty data using dynamic 

programming on subsets. The solution is based on 

thresholds for privacy and informativeness based on 

k-anonymity.   

Kumari, et al., [25] suggested a holistic 

approach to achieve maximum privacy without 

information loss and minimum overheads. Studies 

showed that l-diversity and t-closeness techniques 

increased computational effort to infeasible levels, 

while increasing privacy. A few techniques account 

for maximum information loss when achieving 

privacy.  

The presented method addresses this 

problem using fuzzy set approach which is a total 

paradigm shift and a new way of looking at data 

publishing privacy problem. This method allows 

personalized privacy preservation being useful for 

both numerical and categorical attributes and only 

necessary tuples  are transformed.  

Shang, et al., [26] presented a novel scheme 

for selective content distribution encoded as 

documents, preserving user privacy based on an 

efficient and novel group key management scheme. 

The presented approach is based on access control 

policies that specify which user can access either 

documents or sub-documents.  

On this basis, a broadcast document is 

divided into multiple subdocuments. Each 

subdocument is encrypted with a different key. 

Conforming to modern attribute-based access control, 

policies are specifically against user identity 

attributes. But this approach preserves privacy such 

that users get access to specific documents, or 

subdocument, based on policies without needing to 

provide information about identity attributes to the 

publisher.  

Under this approach, the document publisher 

does not learn identity values of users, and also does 

not know what policy conditions are verified by users 

which in turn prevents inferences about identity 

attributes values being prevented. Also, the presented 

key management scheme on which the broadcasting 

approach is based is efficient as decryption keys need 

not be sent to users together with the encrypted 

document.  

Users can reconstruct keys to decrypt the 

authorized document portions of a document based 

on subscription information from the document 

publisher. Another advantage is that the scheme 

efficiently handles user’s new and revoked 

subscriptions.  

 

Privacy preserving data publishing 
A typical scenario for data collection and 

publishing is described in Figure 1. In the data 

collection phase, the data publisher collects data 

from record owners (e.g., Alice and Bob). In the data 

publishing phase, the data publisher releases the 

collected data to a data miner or to the public, called 

the data recipient, who will then conduct data mining 

on the published data.  

Data mining has a broad sense, not 

necessarily restricted to pattern mining or model 

building. For example, a hospital collects data from 

patients and publishes the patient records to an 

external medical center. In this example, the hospital 

is the data publisher, patients are record owners, and 

the medical center is the data recipient. The data 

mining conducted at the medical center could be 

anything from a simple count of the number of men 

with diabetes to a sophisticated cluster analysis. 

 

 
Fig. 1. Data collection and data publishing. 

There are two models of data publishers 

[27]. In the untrusted model, the data publisher is not 

trusted and may attempt to identify sensitive 

information from record owners. Various 

cryptographic solutions [28]; anonymous 

communications [29]; and statistical methods were 

proposed to collect records anonymously from their 

owners without revealing the owners’ identity.  

In the trusted model, the data publisher is 

trustworthy and record owners are willing to provide 

their personal information to the data publisher; 

however, the trust is not transitive to the data 
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recipient. The trusted model of data publishers and 

consider privacy issues in the data publishing phase.  

In practice, every data publishing scenario 

has its own assumptions and requirements of the data 

publisher, the data recipients, and the data publishing 

purpose. The following are several desirable 

assumptions and properties in practical data 

publishing:  

The nonexpert data publisher. The data publisher is 

not required to have the knowledge to perform data 

mining on behalf of the data recipient. Any data 

mining activities have to be performed by the data 

recipient after receiving the data from the data 

publisher.  

Sometimes, the data publisher does not even 

know who the recipients are at the time of 

publication, or has no interest in data mining. For 

example, the hospitals in California publish patient 

records on theWeb [Carlisle et al. 2007] [30]. The 

hospitals do not know who the recipients are and how 

the recipients will use the data.  

The hospital publishes patient records 

because it is required by regulations [Carlisle et al. 

2007] [30] or because it supports general medical 

research, not because the hospital needs the result of 

data mining. Therefore, it is not reasonable to expect 

the data publisher to do more than anonymize the 

data for publication in such a scenario.  

In other scenarios, the data publisher is 

interested in the data mining result, but lacks the in-

house expertise to conduct the analysis, and hence 

outsources the data mining activities to some external 

data miners.  

In this case, the data mining task performed 

by the recipient is known in advance. In the effort to 

improve the quality of the data mining result, the data 

publisher could release a customized data set that 

preserves specific types of patterns for such a data 

mining task. Still, the actual data mining activities are 

performed by the data recipient, not by the data 

publisher.  

The data recipient could be an attacker. In 

PPDP, one assumption is that the data recipient could 

also be an attacker. For example, the data recipient, 

says a drug research company, is a trustworthy entity; 

however, it is difficult to guarantee that all staff in the 

company is trustworthy as well. This assumption 

makes the PPDP problems and solutions very 

different from the encryption and cryptographic 

approaches, in which only authorized and trustworthy 

recipients are given the private key for accessing the 

cleartext.  

A major challenge in PPDP is to 

simultaneously preserve both the privacy and 

information usefulness in the anonymous data. 

Publish data, not the data mining result. 

PPDP emphasizes publishing data records about 

individuals (i.e., micro data). Clearly, this 

requirement is more stringent than publishing data 

mining results, such as classifiers, association rules, 

or statistics about groups of individuals.  

For example, in the case of the Netflix data 

release, useful information may be some type of 

associations of movie ratings. However, Netflix 

decided to publish data records instead of such 

associations because the participants, with data 

records, have greater flexibility in performing the 

required analysis and data exploration, such as 

mining patterns in one partition but not in other 

partitions; visualizing the transactions containing a 

specific pattern; trying different modeling methods 

and parameters, and so forth.  

The assumption for publishing data and not 

the data mining results, is also closely related to the 

assumption of a nonexpert data publisher. For 

example, Netflix does not know in advance how the 

interested parties might analyze the data. In this case, 

some basic “information nuggets” should be retained 

in the published data, but the nuggets cannot replace 

the data.  

Truthfulness at the record level. In some data 

publishing scenarios, it is important that each 

published record corresponds to an existing 

individual in real life. Consider the example of 

patient records.  

The pharmaceutical researcher (the data 

recipient) may need to examine the actual patient 

records to discover some previously unknown side 

effects of the tested drug [Emam 2006] [31].  

If a published record does not correspond to 

an existing patient in real life, it is difficult to deploy 

data mining results in the real world. Randomized 

and synthetic data do not meet this requirement. 

Although an encrypted record corresponds to a real 

life patient, the encryption hides the semantics 

required for acting on the patient represented.  

 

Privacy threats 
 When publishing data, there are three types 

of privacy disclosure threats. The first type is 

membership disclosure. When the data set to be 

published is selected from a large population and the 

selection criteria are sensitive (e.g., only diabetes 

patients are selected), one needs to prevent 

adversaries from learning whether one’s record is 

included in the published data set. 
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The second type is identity disclosure, 

which occurs when an individual is linked to a 

particular record in the released table. In some 

situations, one wants to protect against identity 

disclosure when the adversary is uncertain of 

membership. In this case, protection against 

membership disclosure helps protect against identity 

disclosure. In other situations, some adversary may 

already know that an individual’s record is in the 

published data set, in which case, membership 

disclosure protection either does not apply or is 

insufficient.  

The third type is attribute disclosure, which 

occurs when new information about some individuals 

is revealed, i.e., the released data make it possible to 

infer the attributes of an individual more accurately 

than it would be possible before the release.  

Similar to the case of identity disclosure, 

considering adversaries who already know the 

membership information. Identity disclosure leads to 

attribute disclosure. Once there is identity disclosure, 

an individual is reidentified and the corresponding 

sensitive value is revealed. Attribute disclosure can 

occur with or without identity disclosure, e.g., when 

the sensitive values of all matching tuples are the 

same.  

In order to overcome the privacy threats l-

diversity based slicing approaches are used and 

certain values are replaced with less specific but 

semantically consistent values. The problem of 

discovering optimal datasets using slicing approach 

has been proved to be NP-hard [12, 13]. The hybrid 

optimization algorithm is proposed for this purpose.  

Methodology 

L-diversity:  vertices are partitioned into equivalence 

groups in all the vertices groups in public datasets. It 

yields privacy although the data publisher has no 

knowledge possessed by the adversary [20]. It insists 

all records that share the similar values of quasi 

identifiers to have l- diverse values for their sensitive 

attributes. It’s too prone to adversary attacks but it 

ensures a low breach probability. Anatomy is the 

other l-diversity method. It does not violate the l-

diversity property but it confirms that a prompt 

individual is involved in the data. Slicing approach is 

used as an anonymization technique. After the slicing 

approach in data publishing finding the optimal 

datasets is hard problem. The Evolutionary algorithm 

is used for this purpose in this research.  

Genetic Algorithm (GA) 

In Genetic Algorithm (GA), a group of 

individuals called chromosomes forms the population 

that represents a complete solution to a defined 

problem [32, 33]. Each chromosome is encoded using 

a sequence of 0s or 1s. The GA begins using a 

randomly generated set of individuals as population. 

In each iteration, a new population is generated 

which replaces all of members of the population. 

Though, certain number of the best individuals is 

kept from each generation and is copied with the new 

generation (this approach known as elitism). The best 

chromosome in the population is used to generate the 

next population. Based on the fitness functions, the 

population will transform into the future generation. 

On evaluation of population’s fitness, fittest 

chromosomes are selected for reproduction. Lower 

fitness chromosomes or poor chromosomes might be 

selected in very less numbers or not at all. There are 

popular selection methods such as "Roulette-Wheel" 

selection, "Rank" selection and "Tournament" 

selection. In this study, Tournament selection is used 

wherein two chromosomes are chosen randomly from 

the population. First, for a predefined probability p, 

the more fit of these two is selected and with the 

probability (1-p) the other chromosome with less 

fitness is selected [33]. 

The crossover operation in GA combines 

two chromosomes together to produce new offspring 

(child). Crossover occurs only with crossover 

probability. Chromosomes remain the same when not 

subjected to crossover. The idea behind crossover is 

considering new solutions and exploiting of the old 

solutions. As fittest chromosomes are selected more, 

good solutions are carried to the next generation. In 

this study, single-point crossover has been applied to 

produce new offspring for that a high value of 

crossover probability is used (between 0.80 and 

0.90). 

Due to crossover operation, the new 

generation will contain only the character of the 

parents. This can lead to a problem saturation of 

finding a better population as no new genetic material 

is introduced in the offspring. Mutation operator 

introduces new genetic patterns into the new 

chromosomes. The new sequence of genes due to 

mutation may or may not produce desirable features 

in the new chromosome. The new mutated 

chromosome is kept if the fitness is better than the 

general population. 

 

Ant Colony Optimization  

Ant colony optimization is a meta-heuristic 

technique that uses artificial ants to find solutions to 
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combinatorial optimization problems. ACO is based 

on the behaviour of real ants and possesses enhanced 

abilities such as memory of past actions and 

knowledge about the distance to other locations. In 

nature, an individual ant is unable to communicate or 

effectively hunt for food, but as a group, ants possess 

the ability to solve complex problems and 

successfully find and collect food for their colony. 

Ants communicate using a chemical substance called 

pheromone.  

As an ant travels, it deposits a constant 

amount of pheromone that other ants can follow. 

Each ant moves in a somewhat random fashion, but 

when an ant encounters a pheromone trail, it must 

decide whether to follow it. If it follows the trail, the 

ant’s own pheromone reinforces the existing trail, 

and the increase in pheromone increases the 

probability of the next ant selecting the path. 

Therefore, the more ants that travel on a 

path, the more attractive the path becomes for 

subsequent ants. Additionally, an ant using a short 

route to a food source will return to the nest sooner 

and therefore, mark its path twice, before other ants 

return. This directly influences the selection 

probability for the next ant leaving the nest. 

This diagram shows the total amount of the 

enzymes level (call as pheromone). The large value 

of pheromone path is considered as a shortest path. 

The ACO is used for finding the shortest 

path using the distance value assign to the each node. 

The host of the ant is considering as the source node 

and their food is representing as the destination. The 

current node is act as a ant in routing process for 

finding the next shortest nodes in the wireless mesh 

network. 

In general the ACO assign two ants such as 

forward and backward ant. The forward ant is used 

while searching the food and the backward ant is 

used when the ant get back to host. But in 

transferring the information, only the forward ant can 

be used. There is no use of backward ant in the 

transferring process, but it can be used for the 

acknowledgement purpose.  

Here the current node is assign as a forward 

ant during the transformation; it can be also act as 

backward ant during the acknowledgement. Now 

consider the general pseudo code for the ACO. If the 

data’s are send from source to destination, then it 

follow the pseudo code of the forward ant. The steps 

of the forward ant as follow: 

a. Get the next node based on the distance value. 

Which node have the less distance is consider. 

b. Once it find the next node, update the data storage 

of the router(simply the routing table) and send the 

data packets to the certain node. 

c. If there is no path or link or node are available then 

keep the record of the data packet as it is, and discard 

it. Find any other path. 

In general the forward node (source to 

destination) use the stack (LIFO) order to store the 

data in the routing table. Similarly the backward node 

(destination to source) use the queue (FIFO) order to 

store the data in routing table [34]. 

If the distance of the path is different, then it 

is very easy to find the shortest distance using this 

algorithm. If the nodes have same distance then the 

ACO can’t to find the optimal solution, to overcome 

using the GA for finding the fitness value for each 

and every node based on the cost value of the node. 

Even though the ACO can find the shortest distance, 

but it not be the optimal solution, for this reason only 

using both ACO and GA for produce the optimal 

solution. 

 

Hybrid of ACO and GA: 

Cooperative search is a type of parallel 

algorithms, where several search algorithms are run 

in parallel to solve the optimization problem. As the 

search algorithms may be different, cooperative 

search technique is viewed as a hybrid algorithm 

[31].  

In this work, it is proposed to implement a 

Hybrid Evolutionary Algorithm using Genetic 

Algorithm (GA) and Ant colony optimization. Both 

GA and ACO in the proposed system work with the 

same population. Initially, Ps individuals which form 

the population are generated randomly. They can be 

considered chromosomes in GA, or as pheromones in 

ACO. After initialization, new next generation 

individuals are created by enhancement, crossover, 

and mutation operations. The architecture of the 

proposed hybrid algorithm is given below.  

For finding a optimal data using a ACO and 

to find the fitness, optimal path among these can 

found by GA. The reasons for using genetic 

algorithms are: 

They are parallel in nature. They explore 

solution space in multiple directions at once. GA is 

well suited for solving problems where the solution 

space is huge and time taken to search exhaustively is 

very high. 

They perform well in problems with 

complex fitness. If the function is discontinuous, 

noisy, changes over time or has many local optima, 

then GA gives better results. 
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Genetic algorithm has ability to solve 

problems with no previous knowledge (blind). For 

this reason hybrid the ACO with GA to find the 

shortest path is used. 

Following diagram can easily explain remaining 

steps in hybrid of ACO and GA. 

 

 
Figure 2 Processes of ACO and GA Hybrid 

Results and discussion 
The generalization depends on the type of 

data; it can either be categorical or numeric. The 

generalization of the categorical data (gender, work, 

zip code) is described by a taxonomy tree as seen in 

Figure 2. The Figure shows an example for 

generalization of continuous data used in this work.  

Dataset 
Using the Adult data set from the UC Irvine 

machine learning repository,1 which is comprised of 

data collected from the US census. The data set is 

described in Table 2. Tuples with missing values are 

eliminated and there are 45,222 valid tuples in total. 

The adult data set contains 15 attributes in total. 

An experiment, obtaining two data sets from 

the Adult data set is explained. The first data set is 

the “OCC-7” data set, which includes seven 

attributes: QI ¼ fAge, Workclass, Education,Marital-

Status, Race, Sexg and S ¼ Occupation. 

The second data set is the “OCC-15” data 

set, which includes all 15 attributes and the sensitive 

attribute is S ¼ Occupation. Note that do not use 

Salary as the sensitive attribute because Salary has 

only two values f50K;<50Kg, which means that even 

2-diversity is not achievable when the sensitive 

attribute is Salary. Also note that in membership 

disclosure protection, do not differentiate between 

QIs and SA. 

In the “OCC-7” data set, the attribute that 

has the closest correlation with the sensitive attribute 

Occupation is Gender, with the next closest attribute 

being Education. In the “OCC- 15” data set, the 

closest attribute is also Gender but the next closest 

attribute is Salary. 

 

 Attirbute Type  # of values  

1.  Age  Continuous 74 

2.  Workclass Categorical 8 

3.  Final-weight Continuous NA 

4.  Education Categorical 16 

5.  Education 

Num 

Continuous 16 

6.  Martial status Categorical 7 

7.  Occupation  Categorical 14 

8.  Relationship Categorical 6 

9.  Race Categorical 5 
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10.  Sex Categorical 2 

11.  Capital Gain  Continuous NA 

12.  Capital-loss Continuous NA 

13.  Hours per 

week  

Continuous NA 

14.  Country  Categorical 41 

15.  Salary Categorical 2 

For generalization of numeric data (age, 

income) is obtained by discretization of its values 

into a set of disjoint intervals. Various levels of 

discretization defined, for numeric data of age, the set 

of intervals: 

{(0,10),(10,20),(20,30),..}; 

{(0,20),(20,40),(40,60),..}; 

{(0,30),(30,60),(60,90),..} are valid. 

Experiments are conducted for different 

levels of k-anonymity (5, 10, …, 45, 50). Hybrid 

algorithm is used to find the optimal generalization 

feature set. Table 2 shows the parameter used for GA 

in this study. Following Figures and Tables give the 

results of classification, precision and recall for class 

label income. The precision and recall is shown for 

value greater than 50K and less than or equal to 50K. 

It is observed from Figure 3, that the 

classification accuracy decreases with the increase in 

k-anonymity level. Figure 4 and 5 show the precision 

and recall for class label income greater than 50k and 

less than or equal to 50k respectively. 

 

Conclusion 
Existing Evolutionary Algorithm (EA) 

solutions in privacy-preserving domain mainly deals 

with specific problems such as cost function 

evaluation. In this work, it is proposed to implement 

a Hybrid EA using Genetic Algorithm (GA) and Ant 

colony Optimization (ACO). Both GA and ACO 

complement each other to provide global 

optimization.  

In the proposed framework, l-diversity is 

accomplished by generalization of the original 

dataset. The hybrid optimization is used to search for 

optimal generalized feature set. Experiments were 

conducted for different levels of k-anonymity and the 

results obtained are satisfactory. 
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